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Abstract. This paper describes the PROMT submissions for the Covid-19 

MLIA Shared Translation Task. We participated in all language pairs provided 

by the organizers (English to Spanish, German, Italian, Greek, French and Swe-

dish). All our submissions are MarianNMT transformer-based neural systems. 

We submit two types of systems: constrained (i.e. built using only the data pro-

vided by the organizers) and unconstrained. We ranked top in all directions ex-

cept for the English-German. 
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1 Introduction 

In this paper we describe the PROMT submissions for the Covid-19 MLIA Shared 

Translation Task. We participate in all language pairs provided by the organizers, 

both in the constrained and unconstrained tracks. We ranked top in all directions ex-

cept for the English-German pair in the first round. The paper is organized as follows: 

the three main sections describe our submissions for Rounds 1, 2 and 3 of the compe-

tition respectively. Each main section has three subsections: data, systems and results. 

The data section describes what data we use to build our systems (including synthetic 

data for the constrained settings). The system section describes our system settings 

(architecture, platform etc.). The results section summarizes the results and sets poss-

ible objectives for future work. Finally, each subsection is divided into ‘Constrained’ 

and ‘Unconstrained’ subsections. 

2 Round 1 

This section describes our submissions for the first round of the Translation Task. 

2.1 Data 

Constrained We use all data provided by the organizers. We use the train data for 

training and the devsets as our validation sets during training. No filtering or prepro-

cessing is applied. We concatenate all data using deduplication to one single multilin-

gual corpus to build a 8k SentencePiece [1] model for subword segmentation. Due to 
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time constraints we decided to build a single multilingual model trained on all pro-

vided data. We only apply the SentencePiece segmentation to the data in terms of 

preprocessing and add a language-specific tag to the source side of the parallel sen-

tence pairs (i.e. we add the ‘<it>’ token to the beginning of the English sentence of 

the English-Italian sentence pair, whereas we add the ‘<sv>’ token to the beginning of 

the English sentence of the English-Swedish sentence pair). We also remove all to-

kens that appear less than ten times in the combined deduplicated monolingual corpus 

from our vocabulary. 

Unconstrained Our unconstrained systems are trained using all available data with 

GPL license (mainly from the OPUS [2] and statmt.org [3] websites) and private data 

mostly harvested from the Internet. We use our own implementation of BPE (de-

scribed in detail in [4]) instead of SentencePiece as it shows better results according 

to our experiments, but we stick to SentencePiece in the constrained task as it seems 

to work better in low-resource settings. 

2.2 Systems 

Constrained We train a baseline transformer [5] multilingual system (with a single 

encoder and a single decoder) following the recipe [6] from the Marian [7] website. 

We use a shared vocabulary as we trained a single SentencePiece model on all mono-

lingual data. We trained the model for 460k steps on a machine with two RTX2080 

GPUs until it stopped to converge on the devset. 

Unconstrained We basically train the baseline transformers following the same reci-

pe as cited above. Our unconstrained models use our own BPE implementation in-

stead of SentencePiece. The size of the BPE models and vocabularies varies from 8k 

to 16k. We do not use a shared vocabulary (and thus train separate BPE models) for 

the English-Greek pair as the two languages have different alphabets. 

2.3 Results 

Constrained We rank top [8] in all language pairs except for the English-German 

pair. We did not perform any human evaluation due to the time constraints. 

Unconstrained Again, we rank top in all language pairs except for the English-

German pair. We plan to tune our baseline systems for the second round. 

3 Round 2 

This section describes our submissions for the second round of the Translation 

Task. 

3.1 Data 

Constrained We use all parallel data provided by the organizers for both rounds. We 

use the train data for training and the devsets as our validation sets during training. No 
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filtering or preprocessing is applied. We update the 8k SentencePiece model for sub-

word segmentation using all data from both rounds. 

This year we decided to use synthetic data in addition to parallel data. We use the 

MEDYSIS corpora from the Multilingual Semantic Search task for Round 2. We 

noticed that this data is quite noisy so we used some simple heuristics to extract what 

‘looks like’ sentences (i.e. strings that start with a capital letter and end with a punctu-

ation mark). After extraction the data is additionally split into sentences using sen-

tence-splitter from the Moses toolkit. We build an intermediate multilingual X-to-

English model which we use to translate the extracted MEDYSIS data into English. 

These translations are then scored using our model from Round 1. We select the top-

scored sentence pairs roughly the size of the corresponding language pair parallel 

corpus and use them as back-translations to train our final English-to-X model. 

Unconstrained We submit the same systems as for Round 1. 

3.2 Systems 

Constrained The system architecture is basically the same as for Round 1. We train a 

baseline transformer multilingual system with a single encoder and a single decoder. 

We use a shared vocabulary. We train the model for approximately 1.5M steps on a 

machine with two RTX2080 GPUs until it stopped to converge on the devset. This 

year we additionally fine-tune the model on all language pairs separately. This gives 

us 1-2 additional BLEU points on average. 

Unconstrained We submit the same systems as for Round 1. 

3.3 Results 

Constrained We rank top in English-Greek and show competitive results in other 

language pairs. Unfortunately we did not perform any human evaluation again due to 

the time constraints. 

Unconstrained We show competitive results in all language pairs. 
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