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1. Introduction

● Coronavirus (COVID-19) pandemic has led to a rapidly 

growing ‘infodemic’ online.

● Researchers and journalists have been publishing a lot 

of content related to health, COVID-19 prevention 

methods, new laws and guidelines  etc and this 

information  comes from different parts of the world in 

multiple languages

● Accurate retrieval of reliable relevant data from 

millions of documents about COVID-19 has become 

urgently needed for the general public as well as for 

other stakeholders.
Ref.  WHO Infodemiology Conference

The WeVerify and SoBigData++ projects have received funding from the European Union's Horizon 2020 research and innovation programme under grant agreements No 825297 and 871042



2. Problem Statement
How to build effective semantic 
search systems?

● Accurate retrieval of reliable relevant data

Ref.  NIST Text Retrieval Conference (TREC) logo
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2. Problem Statement
How to build effective semantic 
search systems?

● Accurate retrieval of reliable relevant data

● Fast retrieval from millions of docs

● Support for multilingual search

Ref.  NIST Text Retrieval Conference (TREC) logo
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3. Multistage BiCross Encoder
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3.1 BM25 Ranking Phase 

● Elasticsearch was used for initial retrieval using BM25 Okapi algorithm. It 

reduce the search space from a large number of documents (e.g. 1.4M in case 

of English documents) to a small set of possibly relevant documents.

Zhang, E., et al.: Covidex: Neural ranking models and keyword search infrastructure for the covid-19 open research dataset. arXiv preprint arXiv:2007.07846 (2020)
Nogueira, R., Lin, J., Epistemic, A.: From doc2query to doctttttquery. Online preprint (2019)



3.1 BM25 Ranking Phase 

● Elasticsearch was used for initial retrieval using BM25 Okapi algorithm. It 

reduce the search space from a large number of documents (e.g. 1.4M in case 

of English documents) to a small set of possibly relevant documents.

● Only considered text inside the <p> tags and have excluded all the boilerplate 

tags. Text pre-processing methods such as stopwords removal and 

lemmatisation have been used before indexing the documents.

Zhang, E., et al.: Covidex: Neural ranking models and keyword search infrastructure for the covid-19 open research dataset. arXiv preprint arXiv:2007.07846 (2020)
Nogueira, R., Lin, J., Epistemic, A.: From doc2query to doctttttquery. Online preprint (2019)



3.1 BM25 Ranking Phase 

● Elasticsearch was used for initial retrieval using BM25 Okapi algorithm. It 

reduce the search space from a large number of documents (e.g. 1.4M in case 

of English documents) to a small set of possibly relevant documents.

● Only considered text inside the <p> tags and have excluded all the boilerplate 

tags. Text pre-processing methods such as stopwords removal and 

lemmatisation have been used before indexing the documents.

● Three types of query tried in our experiments, 

1.  Concatenatenated keyword and conversational field

Zhang, E., et al.: Covidex: Neural ranking models and keyword search infrastructure for the covid-19 open research dataset. arXiv preprint arXiv:2007.07846 (2020)
Nogueira, R., Lin, J., Epistemic, A.: From doc2query to doctttttquery. Online preprint (2019)



3.1 BM25 Ranking Phase 

● Elasticsearch was used for initial retrieval using BM25 Okapi algorithm. It 

reduce the search space from a large number of documents (e.g. 1.4M in case 

of English documents) to a small set of possibly relevant documents.

● Only considered text inside the <p> tags and have excluded all the boilerplate 

tags. Text pre-processing methods such as stopwords removal and 

lemmatisation have been used before indexing the documents.

● Three types of query tried in our experiments, 

1.  Concatenatenated keyword and conversational field

2. Udels Query from TREC-COVID (Zhang et al. 2020)

Zhang, E., et al.: Covidex: Neural ranking models and keyword search infrastructure for the covid-19 open research dataset. arXiv preprint arXiv:2007.07846 (2020)
Nogueira, R., Lin, J., Epistemic, A.: From doc2query to doctttttquery. Online preprint (2019)



3.1 BM25 Ranking Phase 

● Elasticsearch was used for initial retrieval using BM25 Okapi algorithm. It 

reduce the search space from a large number of documents (e.g. 1.4M in case 

of English documents) to a small set of possibly relevant documents.
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● Three types of query tried in our experiments, 

1.  Concatenatenated keyword and conversational field

2. Udels Query from TREC-COVID (Zhang et al. 2020)

3. T5 query using doc2query model (Nogueira et al. 2019)

Zhang, E., et al.: Covidex: Neural ranking models and keyword search infrastructure for the covid-19 open research dataset. arXiv preprint arXiv:2007.07846 (2020)
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3.2 Neural Refinement Phase
● In this phase, bi-encoder is used to encode both query and document individually 

into contextualised representations.  In the same vector space, query and 
relevant document lie in proximity of each other and can be efficiently retrieved 
using cosine similarity. 

Reimers, N., & Gurevych, I. (2019). Sentence-bert: Sentence embeddings using siamese bert-networks. arXiv preprint arXiv:1908.10084.
Yang, W., Zhang, H., Lin, J.: Simple applications of bert for ad hoc document retrieval. arXiv preprint arXiv:1903.10972 (2019) 
TC+IFCN is a combined version of TREC-COVID data and IFCN COVID-19 debunk dataset. Cross_TC+IFCN is the translated version of TC+IFCN data.
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using cosine similarity. 
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models using Siamese network architecture to get semantically meaningful 
sentence representations (Reimers et al. 2019). As the representations are 
separate, bi-encoder can store and reuse the encoded representation of inputs 
for faster predictions during inference. 

● Used sentence-level evidence where relevance score of each document is 
determined by combining the top k scoring sentences in the document (Yang et al. 
2019)

● This stage will filter out all the semantically unrelated documents from BM25 
retrieved documents.
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3.2 Neural Re-ranking Phase

● Transformer-based cross-encoder is used performs full self-attention 

over query and document pair to get the relevance score which is used to 

rank the final list documents with respect to the query
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● Transformer-based cross-encoder is used performs full self-attention 

over query and document pair to get the relevance score which is used to 

rank the final list documents with respect to the query

● In this, both query tokens and the document tokens separated by [SEP] 

token are passed to the model and the output of [CLS] token is passed to 

the linear layer with sigmoid activation to get relevance scores from 0 to 

1 as illustrated. 

● Directly used the output of cross-encoder but for some runs, we also 

combined scores from previous stages using various fusion algorithms 

including score-based and rank-based fusion algorithms.
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(eg. for EN)
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Phase (cross-encoder)

200

The WeVerify and SoBigData++ projects have received funding from the European Union's Horizon 2020 research and innovation programme under grant agreements No 825297 and 871042



1.4 M 
(eg. for EN)

BM25 Ranking 

Phase

1000

Neural Refinement 
Phase (bi-encoder)

10.13.XX400

Neural Re-ranking 
Phase (cross-encoder)

200

● Representations can be 

cached

● Fast - can scale well for 

large scale search

● Separate encoding

● Less accurate

● Representations cannot 

be cached

● Slow - doesn’t scale well 

for large scale search

● Joint encoding

● More accurate
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Evaluation and Results



The WeVerify and SoBigData++ projects have received funding from the European Union's Horizon 2020 research and innovation programme under grant agreements No 825297 and 871042



Conclusion
1. We found Multistage BiCross Encoder to be highly effective at achieving state-of-the art 

performance on a wide range of metrics, including precision (P@10 & P@10) and NDCG 
at top ranks, R-precision, mean average precision and high recall for all the retrieved 
documents. Also, fine-tuning bi-encoder and cross-encoder model on TC+IFCN (or 
Cross_TC+IFCN) data proved to be beneficial and helped in achieving the highest scores.

2. For monolingual English runs,  fine-tuning the bi-encoder model trained STS data gave the 
highest scores. For monolingual runs other than English, where we used multilingual 
models, the scores of German runs are comparatively higher, followed by French and 
Spanish runs respectively.

3. Overall, we find that  runs which use key_conv as query perform better than Udels query 
and t5 query. Apart from this, we couldn’t find any single model which perform good for 
all the languages as different models and methods give distinct results for different 
metrics.
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For future rounds, we plan to make further improvements to our approach, as well as extensively 
explore BiCross encoder for document retrieval for future research.

The WeVerify and SoBigData++ projects have received funding from the European Union's Horizon 2020 research and innovation programme under grant agreements No 825297 and 871042



Thanks

Arxiv Preprint: https://arxiv.org/abs/2101.03013
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